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ARTICLE

A REASONABLE EXPECTATION OF PRIVACY ONLINE: “DO NOT TRACK” LEGISLATION

By: Alicia Shelton1

INTRODUCTION

This year marked the twenty-fifth anniversary of the World Wide Web ("Web"), and more than 81% of Americans are now using the internet on a regular basis.2 Yet, despite the fact that key pieces of personally identifying information—name, address, phone number, email address, and birthday—and sensitive personal data—political opinions, racial or ethnic origin, religious beliefs, and health—can be learned through tracking an individual’s online activity, there continues to be a void of federal legislation protecting the privacy of internet users.3 In the absence of federal action, state legislatures are tasked with regulating electronic surveillance by both private companies and the government itself, as well as establishing an expectation of privacy in the evolving digital landscape that society is prepared to recognize as reasonable.4

Every internet action—clicking on a website, sending an email, downloading a song, posting a photo, or instant messaging—leaves a numerical identifying mark from the computer used, allowing the user’s activity to be tracked as he or she performs any online activity. Every time an individual makes an online purchase, searches for information on a personal health concern, reads a political blog, or sends an intimate message

---

1 Associate, Saul Ewing LLP; University of Baltimore School of Law, J.D.; Davidson College, B.A.


4 Ganka Hadjipetrova & Hannah G. Poteat, States Are Coming to the Fore of Privacy in the Digital Era, 6 No. 6 LANDSLIDE 12 (July/Aug. 2014).
to a friend, that electronic action is identified by his or her Internet Protocol ("IP") address and a record of the activity is captured and stored by the Internet Service Provider ("ISP"). Online activity can also be tracked by third-party software embedded in the web browsers used to navigate the internet.

Digital privacy is federally regulated by the Electronic Communications Privacy Act (ECPA), and in Maryland, it is also regulated by the Maryland Stored Communications Act (MSCA). These Acts impose requirements on law enforcement officials seeking to obtain access to records or content of an individual’s electronic communications stored by his or her ISP. Recently, two occurrences signaled a progression in Maryland for adoption of greater

---

5 The Sixth Circuit described the role of an IP address in identifying criminal activity as:

"Web IP addresses do not directly reflect the geographic street address of the office, residence, or building from which an individual accesses his email and/or the Internet. Instead, law enforcement officials must conduct research and rely upon the addresses and data provided by internet providers, such as AOL and Insight Communications, as well as billing addresses for those service providers and/or credit card companies. Yet, the IP address assignment...is most telling in regards to which individual...used it to access the sites containing the suspect material."


6 Joshua J. McIntyre, *Balancing Expectations of Online Privacy: Why Internet Protocol (IP) Addresses Should Be Protected As Personally Identifiable Information*, 60 DEPAUL L. REV. 895, 930-31 (Spring 2011) ("To say that Internet subscribers voluntarily exposed this information to ISPs is simplistic and misleading. After all, the only way to avoid releasing this information to an ISP is to not use the Internet at all.") (citing Daniel J. Solove, *Reconstructing Electronic Surveillance Law*, 72 GEO. WASH. L. REV. 1264, 1287 (2004)).


9 MD. CODE ANN., CTS. & JUD. PROC. § 10-4A-01 et seq.

regulation and enforcement in digital privacy protection: the adoption of House Bill 912, amending the MSCA to expand the search warrant requirement for a law enforcement officer requesting content of electronic communications that have been in electronic storage with an ISP for any amount of time; and the creation, under Attorney General Douglas Gansler, of an Internet Privacy Unit, tasked to address issues in online privacy policies.

This comment proposes that Maryland should extend the privacy protections recognized by HB 912 to further protect individuals from online tracking by third parties through imposing “Do Not Track” requirements on search engines and websites. Part One will discuss current internet technology and usage, as well as the resulting increase in privacy concerns. Part Two will discuss developments in privacy protection legislation and the growing role of state legislatures in safeguarding an individual’s privacy online. Part Three will discuss other states’ practices and possible additional protections which could be enacted by the Maryland Legislature, and enforced by the Maryland Internet Privacy Unit, to address growing concerns regarding internet privacy.

II. INTERNET USAGE AND GROWING PRIVACY CONCERNS

A. Prevalence of Internet Usage in the United States

In 1989, when the World Wide Web was “born,” only 15% of U.S. households had a computer. By 1997 only 18% of U.S. households used computers to access the internet, however, by 2012 that number had risen to almost 75% of households, and this year an estimated 81% of Americans will access the internet through personal computers, smartphones, and

13 Fox & Rainie, supra note 2, at 1.
15 “The Internet is a networking infrastructure, a network of networks that connects millions of computers together using the Internet Protocol. The World Wide Web (‘Web’) is an open network, information-sharing service that operates over the Internet using the HTTP (‘Hypertext Transfer Protocol’) format.” WILLIAM F. PATRY, PATRY ON FAIR USE: COMPUTERS – INTERNET USES, 259-61 (2014) (footnotes omitted).
Internet usage continues to play an increasing role in individuals’ lives. More than half of all Americans go online daily to send and receive email messages and of 73% of the internet population that used social media sites last year, the average Facebook user had 350 “friends” online. In addition to using the internet as a regular mode of communication, more than a third of all Americans have searched online to research intimate personal information such as medical conditions. The internet continues to rapidly expand consumer services, such as shopping, browsing and comparing products. In the last year alone, over 191.1 million U.S. citizens bought at least one item online.

B. Getting Connected Online

Over the last ten years, not only has the percentage of Americans that use the internet, and the types of activities they conduct online, rapidly expanded, but now people connect to the internet in many varied ways as

16 Households with a Computer and Internet Use, supra note 12, at 3; Susannah Fox & Lee Rainie, How the Internet Has Woven Itself Into American Life, PEW RESEARCH CTR. INTERNET PROJ., (Feb. 27, 2014), http://www.pewinternet.org/2014/02/27/part-1-how-the-internet-has-woven-itself-into-american-life/.


19 “Facebook, the behemoth of the social networking world, allows users to build a profile and interact with ‘friends.’” Griffin v. State, 419 Md. 343, 354, 19 A.3d 415, 421 (2011).


well. The internet, “a network of networks that connects millions of computers together,” allows data such as email, documents, media, images, music, and web pages, to be transmitted between computers. Within the internet, the Web “permits pages that are formatted with Hypertext Markup Language (“HTML”), as well as images, documents created with word processors, and other files to be posted for public viewing by anyone with Internet access . . . by use of a domain name system (“DNS”) that assigns an IP address used by computers to identify and communicate with each other.”

Early internet connection was reliant on a physical cable that connected the cable jack to a modem, which then ran to one computer. The advent of wireless networks and computers with internal modems eliminated the need for those hardwired connections, allowing multiple users to use one internet connection through transmission of a wireless signal.

In 2001 about half of all Americans used the internet, but only approximately 4% had home wireless networks compared to 63% in 2011 that used wireless networks to go online with their laptops or phones from multiple locations beyond just home and work. The broad accessibility of wireless networks means that “Internet access is no longer synonymous with going online with a desktop computer.” Going wireless generally requires connecting an internet “access point”—like a cable or DSL modem—to a wireless router, which sends a signal through the air, sometimes as far as several hundred feet. When an individual connects to the Internet, a sixteen digit IP address identifies the wireless network connection point that the


24 Patry, supra note 13, at 260-61.

25 Id. at 261.


27 Id.

28 Zickuhr & Smith, supra note 20, at 8.

29 Id. at 2.

30 This sixteen digit numerical identifier, the Internet Protocol (IP) address, is assigned by the Internet Service Provider (ISP), such as Comcast or Verizon, which provides its customer with access to the Internet. Russ Smith, IP Address: Your Internet Identity, NATIONAL TELECOMMUNICATIONS & INFORMATION
computer, smart phone, tablet, or device uses, leaving behind digital footprint of all the user’s internet activity. After a user has established an internet connection, web browsers are used to navigate among sites on the Web:

Because Web sites are collections of pages and the pages are not always a single document but instead may consist of multiple elements . . . there are different URLs within one Web site. Those different URLs are not necessarily stored on the same server as the main web page. In order to read the web page, a browser such as Mozilla or Firefox is used. The browser combines all of the elements of the Web site in order to display the page sought (whether the home page or internal pages). The browser also permits users to navigate from one page within one site to another page, and to follow links to different sites.  

C. Internet Monitoring and Tracking

When using the internet or navigating the Web, an individual’s activity can be tracked and stored in a variety of ways. The information gathered from tracking a user’s activity can offer many benefits to the user, including customizing online experiences, saving a user’s preferences for future access to specific websites, or completing transactions such as purchasing products. The information also allows websites to gather beneficial
analytics, such as visitor traffic volume, areas of origin of website visitors, and tracking the effectiveness of advertisements on the website.\textsuperscript{33} Yet, there is a dearth of sensitive personal information that can be revealed through tracking website access by individual users, such as health conditions, financial status, political opinions, religious beliefs, racial or ethnic backgrounds, and intimate relationships, with users having no control over how, or to whom, the information is transmitted.\textsuperscript{34}

Internet activity tracking is used frequently by online advertising networks to create target advertisements based on users’ individual preferences by tracking the user in a variety of ways. To target ads to those users, those third party ad networks also try to collect every iota of information they can about site visitors — the idea is that the more in tune an ad is with a user’s interests and tastes, the more likely they are to click. Usually, targeting starts off with the same sort of general details in HTTP headers — browser, IP address, etc. However, each of these third party ad networks will also try to store cookies on the browser for later reference. If that same browser later visits another site serviced by the same ad network, it will be recognized and the advertising service now knows “Ah, in addition to being near Arlington, Virginia, and loading pages about Web browser privacy, this browser also visits pages related to My Little Pony. How interesting.” Suddenly the ad network knows not just technical details of a browser, but potentially very personal information about its user. (Don’t think so? Substitute “HIV testing” or “bankruptcy attorney” for My Little Pony, above.) Suddenly, ads served to that browser by that ad company may take on a very different character.\textsuperscript{35}

The use of “cookies” carries information between web pages, allowing a site to re-identify visitors and storing individual information, such as log-in credentials, name, email address and more.\textsuperscript{36} Cookies can be specific to one domain or Uniform Resource Locator (“URL”), or can be stored on a user’s computer as a small text file placed by a third party, such as an advertising network, to allow tracking of the internet user as he or she moves across many websites.\textsuperscript{37} Cookies can be managed by internet users, but few

\textsuperscript{33} Id.


\textsuperscript{36} Microsoft Support, Description of Cookies, MICROSOFT, http://support.microsoft.com/kb/260971 (last visited Sept. 8, 2014).

\textsuperscript{37} Id.
understand how to manage the settings and some websites are no longer accessible if the user has elected to block cookies.\(^38\)

A user’s internet activity can also be tracked by “browser fingerprinting” through which:

> [S]eemingly innocuous bits of information, such as a browser’s version number, plugins, operating system, and language, websites can uniquely identify (“fingerprint”) a browser and, by proxy, its user. Not only do browser fingerprints track users more accurately than cookies, they are also harder to detect and control . . . [f]ingerprinting is largely invisible, tough to fend off and semi-permanent.”\(^39\)

Additionally, mobile devices can be tracked not only through activity on web browsers, but also through downloaded “apps” to transmit the device’s unique device identifier to third parties to reveal internet activity, the user’s name, phone number, and physical location.\(^40\)

A 2012 report found that the top one hundred most popular websites all tracked users’ online activity, recording web browser searches and subsequently visited websites, to target advertisements.\(^41\) Is it therefore generally accepted by society that all individuals should know that all online activity is stored, tracked, and potentially sold to advertisers? With increasing information on how private emails can be accessed and searched, and how even information that individuals assume to be private can be collected and stored by ISPs, is it reasonable to have any expectation of privacy online?\(^42\) The question remains as to what we should expect most

---

\(^38\) Tene & Polonetsky, supra, note 3, at 292.

\(^39\) Id. at 294-95 (internal citation omitted).

\(^40\) Id. at 296. “An examination of 101 popular smartphone ‘apps’—games and other software applications for iPhone and Android phones—showed that [fifty-six] transmitted the phone's unique device ID to other companies without users' awareness or consent. Forty-seven apps transmitted the phone's location in some way. Five sent age, gender and other personal details to outsiders.” Scott Thurm & Yukari Iwatani Kane, *Your Apps Are Watching You*, WALL ST. J., (Dec. 18, 2010), http://online.wsj.com/news/articles/SB1000142405274870436800457602775186703 9730.


\(^42\) Fact Sheet 18: Online Privacy: Using the Internet Safely, PRIVACY RIGHTS CLEARINGHOUSE, https://www.privacyrights.org/fs/fs18-cyb.htm#PART_ONE (last updated July 2014).
individuals, or “society” to know about the information they communicate on the internet, and whether society would expect an individual to know the full extent of how personal information is tracked, stored, and distributed by third parties and ISPs, as well as the retention and availability of personal information even after an individual “deletes” it.43

D. Societal Concerns over Internet Monitoring and Tracking

As internet users continue to rely more heavily on the internet to conduct private activities on a regular basis, concerns for privacy have grown as well. “The major effect of the computer on privacy is that computers prevent the individual from deciding whether that information will be released. This loss of control can be either loss of access control or loss of accuracy control.”44 In phone interviews conducted of 1,480 adults in the U.S. in 2013 regarding internet tracking and information gathering by the government, “a majority of Americans—56%—say that federal courts fail to provide adequate limits on the telephone and internet data the government is collecting as part of its anti-terrorism efforts. An even larger percentage (70%) believes that the government uses this data for purposes other than investigating terrorism.”45 When asked about their concerns with government monitoring of internet data, almost half expressed that they felt the government had “gone too far in restricting the average person’s civil liberties[,]” which was a fifteen point rise from when the same question asked three years earlier.46

Concerns over internet use monitoring by third parties exceeds the concerns regarding governmental activity. In a recent survey by the Pew Research Center of 1,802 internet users,47 more than 86% had “taken steps to remove or mask their digital footprints—ranging from clearing cookies to

43 See generally Data on the Internet is Permanent After 20 Minutes, INFOSECURITY MAG. (Apr. 21, 2011), http://www.infosecurity-magazine.com/view/17536/data-on-the-internet-is-permanent-after-20-minutes/ (information posted on the Internet becomes permanent after twenty minutes, so that it is stored and retained even if the user thinks that he or she has deleted it).


46 Id.

47 Rainie, et al., supra, note 3, at 1. For purposes of the survey, an “internet user” was defined as “someone who uses the internet, sends/receives email, or accesses the internet [on] a mobile device.” Id.
encrypting their email, from avoiding using their name to using virtual networks that mask their Internet Protocol (IP) address." Yet, more than 20% said they had their email or social networking accounts hacked or taken over, and 11% said they had crucial personal information such as their social security numbers, credit cards, or bank accounts stolen. 

E. Societal Expectations on Legislation to Protect Privacy

In the Pew Research Center’s 2013 report, when asked whether internet users felt current legislation was sufficient to protect their online privacy, 68% of the internet users surveyed expressed that they “believe current laws are not good enough in protecting people’s privacy online[,]” and 50% also expressed that they were “worried about the amount of personal information about them that is online—a figure that has jumped from 33% who expressed such a worry in 2009.” Concern for online privacy is not just in the content of emails and communications, but a majority expressed that they felt it was “very important” that they could keep private the records of their internet activity, such as the identity of who they communicate with, what they download, and where they access the internet—all of which is identifiable by an IP address.

In an online survey by Zogby International of 2,111 U.S. adults, 87% expressed concern over the safety of their personal information online and 80% were concerned that their online habits were being recorded by third parties to generate a profit in advertising. In response, 88% felt that consumers online should enjoy similar legal privacy protections as their “off-line” counterparts, and half of all surveyed wanted the government to play a larger role in protecting their online privacy.

---

48 Id.
49 Id.
50 Id.
51 Id.
52 Zogby Int’l, Results From June 4-7 Nationwide Poll, 1 (June 7, 2010), available at http://www.precursorblog.com/files/pdf/topline-report-key-findings.pdf (“A sampling of Zogby International’s online panel, which is representative of the adult population of the U.S., was invited to participate.”).
53 Id.
54 Id.
III: DEVELOPMENTS IN PRIVACY PROTECTION LAWS AND THE ROLE OF STATE LEGISLATURES

A. Historical Principles and Development of Privacy Protection Laws as it Effects Digital Privacy Regulation

Historically, legal protections enacted to safeguard individual privacy are rooted in Fourth Amendment principles, which restrict searches and seizures by the government to safeguard individual privacy. For the Fourth Amendment to apply, an individual must have a reasonable expectation of privacy in the place to be searched or the thing to be seized, incorporating both an individual’s subjective expectation of privacy and also the conclusion that the expectation is one that society would recognize as objectively reasonable. In *Katz v. United States*, the Supreme Court noted that “the Fourth Amendment protects people not places” and what a person “seeks to preserve as private, even in an area accessible to the public, may be constitutionally protected.” In *Raynor v. State*, the Court of Appeals of Maryland explained the relationship between individual and societal expectations of privacy:

A person demonstrates a subjective expectation of privacy by showing that he or she sought “to preserve something as private.” . . . An objectively reasonable expectation of privacy, by contrast, has “‘a source outside of the Fourth Amendment, either by reference to concepts of real or personal property law or to understandings that are recognized and permitted by society,’ and constitutes more than a subjective expectation of not being discovered.” . . . We have no talisman that determines in all cases those privacy expectations that society is prepared to accept as reasonable . . . . Nonetheless, common experience and social norms bear upon our assessment of whether one has an objectively reasonable expectation of privacy in a particular item or place . . . . Expectations of privacy are established by general social norms . . . . [I]t is necessary to look to the customs and values of the past and present, the structure of society, the patterns of interaction, [and] the web of norms and values.

---

55 U.S. CONST. amend. IV (“No Warrants shall issue, but upon probable cause, supported by Oath or affirmation, and particularly describing the place to be searched and the persons or things to be seized.”).


Common expectations of privacy must necessarily change as society technologically advances. In determining an objective expectation of privacy, courts also look to “widely shared social expectations.” In 2001, in *Kyllo v. United States*, the Supreme Court explored “what limits there are upon this power of technology to shrink the realm of guaranteed privacy[,]” noting that advances in technology have eroded the degree of privacy secured to individuals.

Ten years later, in *United States v. Jones*, the Supreme Court again addressed the effect of technological advances in electronic surveillance on societal expectations of privacy. Justice Sotomayor’s concurrence describes the amount of invasive information gathered from GPS monitoring, information similar to what can be gleaned from tracking someone’s online activity—“a precise, comprehensive record of a person's public movements that reflects a wealth of detail about her familial, political, professional, religious, and sexual associations” that could be stored “and efficiently mine[d] . . . for information years into the future” in a manner which “is cheap in comparison to conventional surveillance techniques and, by design, proceeds surreptitiously, it evades the ordinary checks.”

As Justice Alito expressed in her concurrence in *Jones*, shared social expectations are difficult to define in the courts because, not only must they necessarily change as society advances, they are subject to the individual interpretation of the court that is defining them:

The basic problem is that the inner workings of the Internet and other digital technologies produce a much larger data trail than most people expect, and portions of that data trail are available to more people and companies than most would expect. And because judges base society’s expectations on the nature of the underlying technology, the gap persists and increases as technology progresses.

### B. The Federal Electronic Communications Privacy Act of 1986

---


62 *Id.* at 955-56.

63 *Jones*, 132 S. Ct. at 962-64.

The Federal Electronic Communications Privacy Act of 1986 (“ECPA”) \(^{65}\) regulates under which circumstances a telecommunication or ISP can disclose information to third parties. Currently, federal legislation restricts government access to electronic communications through the ECPA in three ways: Title I regulates accessing electronic communications in transmission under its wire-tap provisions; \(^{66}\) Title II restricts access to stored electronic communications, the Stored Communications Act (“SCA”); \(^{67}\) and Title III regulates the tracing of electronic communications by the “pen register/trap” \(^{68}\) provisions. There have been only limited amendments to the ECPA since its inception, none of which provided any additional privacy protections to internet users nor extended to tracking by private parties, despite growing concerns over the vast amount of personal information which can now be gleaned from one’s internet use. \(^{69}\)

The ECPA regulates instances in which ISPs can disclose subscriber identification information, stored communications, and other maintained information to the government or private individuals, as well as what is required for disclosure. \(^{70}\) The ECPA was intended to balance law enforcement needs with personal privacy concerns in the newly emerging internet landscape: \(^{71}\)

\[\text{[It] reflects a series of classifications that indicate the drafters’ judgments about what kinds of information implicate greater or lesser privacy interests. For example, the drafters saw greater privacy interests in the content of stored}\]


\(^{69}\) 47 U.S.C. §§ 1001-1010 (In 1994, the ECPA was first amended by the Communications Assistance for Law Enforcement Act); Pub. L. No. 107-56, 115 Stat. 272 (In 2001 and 2006, it was further amended by the USA PATRIOT Act and its reauthorization act); Pub. L. No. 110-261, 122 Stat. 2436 (Most recently, it was amended by the FISA Amendments Acts of 2008); see https://it.ojp.gov/default.aspx?area=privacy&page=1285.


emails than in subscriber account information. Similarly, the drafters believed that computing services available “to the public” required more strict regulation than services not available to the public.\footnote{72}

The ECPA has been interpreted in federal courts to provide that there is not an expectation of privacy in information that was voluntarily given to a third party, and in the event that the information was improperly disclosed, the ECPA allowed for only civil remedies, not suppression.\footnote{73} In 2001, the ECPA was interpreted to have repealed the provisions of the Cable Communications Privacy Act that required notification of customers when their information was disclosed.\footnote{74} Under the ECPA, ISPs can be forced to disclose subscribers’ information and are prevented from notifying the subscriber in several instances.\footnote{75} The ECPA has been interpreted to support that “individuals have no Fourth Amendment privacy interest in subscriber information given to ISP[s].”\footnote{76}

In 2011 Senator Leahy, the original sponsor of the ECPA, proposed its amendment to account for the changes in how the internet is used. He noted that:

Since the Electronic Communications Privacy Act was first enacted in 1986, ECPA has been one of our nation’s premiere privacy laws…[b]ut, today, this law is significantly outdated and out-paced by rapid changes in technology and the changing mission of our law enforcement agencies after September 11. Updating this law to reflect the realities of our time is essential to ensuring that our federal privacy laws keep pace with new technologies and the new threats to our security.\footnote{77}

\footnote{72}OFFICE OF LEGAL EDUCATION EXECUTIVE OFFICE FOR UNITED STATES ATTORNEYS, UNITED STATES DEPT. OF JUSTICE, SEARCHING AND SEIZING COMPUTERS AND OBTAINING ELECTRONIC EVIDENCE IN CRIMINAL INVESTIGATIONS, at 115-16 (2009).


\footnote{77} Senator Patrick Leahy, Leahy Introduces Benchmark Bill To Update Key Digital Privacy Law, WEBSITE OF PATRICK LEAHY, UNITED STATES SENATOR FOR
C. State vs. Federal Regulation of Digital Privacy

Justice Alito’s concurrence in Jones suggests that the proper body to establish protection of individuals’ privacy amidst electronic surveillance is the Legislature because the “legislative body is well situated to gauge changing public attitudes, to draw detailed lines, and to balance privacy and public safety in a comprehensive way.”

Post-Jones, Congress has yet to enact legislation providing additional privacy safeguards to keep up with technological advancements, but several authors suggest that state legislatures might be in a better position to enact privacy safeguards, especially in regard to technological advancements, due to efficiency in enacting legislation at the state level in the rapidly advancing field—state lawmakers are in a better position to evaluate their constituents attitudes and societal expectations, and “state legislation conveys information about societal values . . . .”

In absence of increased federal regulation, “in the last two decades, more than two-thirds of states have either passed or considered privacy laws in the internet and social media context.” Additionally, although the Federal Trade Commission has historically been the “primary federal enforcement agency in the sphere of privacy and data security,” states are taking an increasing role in digital privacy regulation and enforcement, due to the lack of comprehensive federal privacy law.

D. The Maryland Stored Wire and Electronic Communications and Transactional Records Access Act

Two years after the ECPA was originally enacted, in 1988, Maryland adopted the Stored Wire and Electronic Communications and Transactional Records Access Act


80 Hadjipetrova & Poteat, supra, note 4 at 14.
81 Id. at 13.
Records Access Act ("SCA").\(^{82}\) The Maryland SCA originally mirrored the ECPA but it did not provide the exigent circumstances disclosure provision that the federal statute allowed.\(^{83}\) In 2008, the Maryland legislature passed the Maryland Personal Information Act, providing that businesses are statutorily mandated to protect the security of personal information of individuals.\(^{84}\) However, it failed to address personal information maintained on the Internet, limiting its coverage to specific data.\(^{85}\)

Maryland criminalizes the unauthorized access of computers and related material, suggesting that in the future, when determining how to address privacy in wireless networks, there might be an expectation of privacy when the network is secured or password protected.\(^{86}\) Even though it did not specify information maintained in electronic databases or on the web, this law, in conjunction with the Maryland Personal Information Protection Act, signals that Maryland recognizes the necessity of protecting its citizen’s personal information that has become ever increasingly accessible.

In 2007, the Court of Appeals of Maryland had its “first opportunit[y] to consider legal issues arising from an Internet communications context,”\(^{87}\) defining the internet as “a global network of computers, [where] ‘each computer connected to the Internet must have a unique address’\(^{88}\) known as an Internet Protocol Address, which ‘can be used to identify the source of the

\(^{82}\) MD. CODE ANN., CTS. & JUD. PROC. § 10-4A-01 (West 1988).


\(^{84}\) MD. CODE ANN., COM. LAW § 14-3503.


\(^{86}\) MD. CODE ANN., CRIM. LAW § 7-302 (West 2012); Briggs v. State, 348 Md. 470, 481, 483, 704 A.2d 904, 910, 911 (1998) (“Intent of the General Assembly was to criminalize the misuse of computers or computer networks by those whose initial access was unauthorized … These comments and reports suggest that the intent of the Legislature was to punish access that was not initially authorized and not to punish conduct that merely exceeded authorized access.”).


connection’ to the Internet . . . [that] is then transmitted via an Internet Service Provider.”

In 2009, the Court of Appeals of Maryland began to address the issue in the context of internet defamation. The court of appeals noted that as communication opportunities continue to develop on the Internet, the court will continue to be presented with new issues. The court reasserted the Internet definition provided in Beyond Systems, Inc. v. Realtime Gaming Holding Co., and expanded its discussion to email transmissions, instant messaging, internet chat rooms, and anonymity on the internet.

In Upshur v. State, the Court of Special Appeals of Maryland held that under the EPCA and Maryland SCA, the defendant had no reasonable expectation of privacy in information provided to his mobile service provider, and that neither statutory provision provided a suppression remedy even if the information had been unlawfully obtained.

Recently, the adoption of House Bill 912, amending the Maryland SCA, marked a recognition by the Maryland legislature of an increased need for privacy protections of an individual’s online communications. House Bill 912 amended the Maryland SCA to require law enforcement officers to obtain a search warrant, supported by probable cause, in order to request the content of electronic communications in electronic storage for any amount of time, and also extended the search warrant requirement to stored “records or other information” sought without notice to the subscriber.

Within the last few years, Maryland has enacted additional digital privacy legislation, such as data breach notification laws in the Maryland Personal

---

89 Beyond Sys., 388 Md. at 21, 878 A.2d at 579 (citing United States v. Bach, 400 F.3d 622, 625 n.4 (8th Cir. 2005)).


91 Id.

92 Id. at 421-26, 966 A.2d at 436-41.

93 Upshur v. State, 208 Md. App. 388, 386, 56 A.3d 620, 628 (2012). See also In re § 2703(d) Order, 787 F.Supp.2d 430, 436 (E.D. Va. 2011) (explaining that the subscribers had no protected privacy interest in their IP addresses they used, data volume transfers, the receiving source and destination IP addresses that they “tweeted” communications to, or Twitter’s correspondence notes related to the individual’s accounts) (citing United States v. Bynum, 604 F.3d 161, 164 (4th Cir. 2010)). The Eastern District of Virginia also held that a defendant has no reasonable expectation of privacy in information that was voluntarily given to the third party ISP. Id.


95 Id.
Information Protection Act,\textsuperscript{96} and restrictions on employers’ access to their employees’ social media accounts.\textsuperscript{97}

Additionally, in 2013, in recognition of the increase in Internet crime in Maryland, the Maryland Office of the Attorney General launched the new “Internet Privacy Unit” tasked to “address the problem of privacy in the Internet age and to update ‘gaps’ in companies’ online privacy policies.”\textsuperscript{98} Attorney General Gansler described the Unit’s objectives to: [M]onitor companies to ensure they are in compliance with state and federal consumer protection laws, . . . examine weaknesses in online privacy policies and work alongside major industry stakeholders and privacy advocates...[and] pursue enforcement actions where appropriate to ensure consumers’ privacy is protected.”\textsuperscript{99}

In 2013, Attorney General Gansler successfully “led a charge by [thirty-six] state attorneys general to demand accountability from Google when it unilaterally changed its privacy policy” by collecting “information on consumers’ internet browsing activity without their consent . . . [by] using the type of code that overrides users’ privacy settings.”\textsuperscript{100}

IV. PROTECTIONS MARYLAND COULD ENACT TO ADDRESS GROWING CONCERNS FOR INTERNET PRIVACY

At the time the EPCA and the Maryland SCA were enacted, the internet was primarily used by government, academics, and industrial researchers, not achieving widespread public use until years later.\textsuperscript{101} While more

\textsuperscript{96} MD. CODE ANN., COM. LAW §§ 14-3502-3508.
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sophisticated users might understand the information that is conveyed, retained, stored, and possibly made accessible every time they log onto the internet, the expectation that accessing the internet sacrifices all expectation of privacy should not be one that society is willing to accept.

A. “Do Not Track” Legislation

In 2007, the Federal Trade Commission began exploring the use of a “Do Not Track” list for online advertisers.102 In 2009, in response to the Federal Trade Commission’s exploration of a Do Not Track list,103 Christopher Soghoian, Sid Stamm, and Dan Kaminsky proposed a “technology standard intended to enable individual Web users to express whether or not they consent to having their online activities monitored and collated, mostly for the purpose of being served targeted advertising.”104 As originally proposed, Do Not Track was not regulated by a federal or state body, but was purely a voluntary effort from the technology community.105 The Do Not Track operates to:

At a very basic level, Do Not Track is elegantly simple. If Do Not Track is active, a user’s Web browser sends a single HTTP header to remote servers along with every request for pages, images, and any other constituent items that make up a Web page. Whenever you load a Web page, your browser sends a flurry of headers to the remote system indicating not just the specific page you want, but what types of media you can handle, your preferred languages, any cookies the site had previously set for you, information about your Web browser, and more.

The Do Not Track header is called, logically, enough, DNT. If the value of that header is “1,” the header serves as a signal to the server that the user does not wish to be

---
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tracked. If the value is a “0,” it means the user consents to being tracked. If the header is missing, it means the user isn’t supplying any preference at all about tracking.\textsuperscript{106}

Debate has continued between advocates for and against a governmental regulated policy, and the Obama administration has urged for industry setting standards before, as a precursor to the necessity of governmental regulation but the Working Group—consisting\textsuperscript{107} of industry organizations such as the Direct Advertising Alliance (DAA), Direct Marketing Association (DMA), The Interactive Advertising Bureau (IAB), and The Network Advertising Initiative (NAI)—could not reach a consensus on if and how to orchestrate such a policy:

To privacy advocates, it is halting data collection so a consumer can surf the Web without any prying eyes collecting information about their online activities for economic gain. To the industry, however, it means not targeting ads to a consumer based on their Web viewing history, but data collection would continue for other purposes.\textsuperscript{108}

In a Zogby International online survey of 2,111 U.S. adults, 79\% were in support of a national Do Not Track list.\textsuperscript{109}

In 2010 the Federal Trade Commission issued a report of its findings, recommending a mandatory Do Not Track option to be available to internet users; however, because the Federal Trade Commission does not have the authority to mandate such a policy, it would have to wait for an act of Congress to be able to enforce such legislation.\textsuperscript{110} In 2013, Senate Commerce, Science and Transportation Committee Chairman, Senator Jay
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Rockefeller, proposed the creation of a federal Do Not Track list to be enforced by the Federal Trade Commission, however, to date, no federal legislation has been adopted addressing the issue.\textsuperscript{111} In 2013, California passed its own Do Not Track policy, building upon privacy policy disclosure legislation, to require websites to disclose both how they respond to Do Not Track requests and whether they allow or use third party tracking.\textsuperscript{112} The enacted statute, California Business & Professions Code, Section 22575, titled “Commercial Web site operators; posting of privacy policy; violation of subdivision for failure to post policy; policy requirements” provides:

(a) An operator of a commercial Web site or online service that collects personally identifiable information through the Internet about individual consumers residing in California who use or visit its commercial Web site or online service shall conspicuously post its privacy policy on its Web site, or in the case of an operator of an online service, make that policy available in accordance with paragraph (5) of subdivision (b) of Section 22577. An operator shall be in violation of this subdivision only if the operator fails to post its policy within 30 days after being notified of noncompliance.

(b) The privacy policy required by subdivision (a) shall do all of the following:

(1) Identify the categories of personally identifiable information that the operator collects through the Web site or online service about individual consumers who use or visit its commercial Web site or online service and the categories of third-party persons or entities with whom the operator may share that personally identifiable information.

(2) If the operator maintains a process for an individual consumer who uses or visits its commercial Web site or


online service to review and request changes to any of his or her personally identifiable information that is collected through the Web site or online service, provide a description of that process.

(3) Describe the process by which the operator notifies consumers who use or visit its commercial Web site or online service of material changes to the operator's privacy policy for that Web site or online service.

(4) Identify its effective date.

(5) Disclose how the operator responds to Web browser “do not track” signals or other mechanisms that provide consumers the ability to exercise choice regarding the collection of personally identifiable information about an individual consumer's online activities over time and across third-party Web sites or online services, if the operator engages in that collection.

(6) Disclose whether other parties may collect personally identifiable information about an individual consumer's online activities over time and across different Web sites when a consumer uses the operator's Web site or service.

(7) An operator may satisfy the requirement of paragraph (5) by providing a clear and conspicuous hyperlink in the operator's privacy policy to an online location containing a description, including the effects, of any program or protocol the operator follows that offers the consumer that choice.113

The California legislature also provided for an enforcement mechanism, California Business & Professions Code, Section 22576, titled “Violation of section for failure to comply with provisions of posted privacy policy,”114

V. CONCLUSION

As society’s access to technology grows, so does the access to information that individuals might mistakenly assume to be privately protected. Maryland’s progressive stance on regulating and enforcing digital privacy protections, coupled with recent consistent legislation reflecting a local importance on increased regulation and the Internet Privacy Unit’s ability to effectively prosecute violations of digital privacy in a pivotal role to adopt legislation such as California’s Do Not Tr
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